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ABSTRACT

In the wake of the continued failure to mitigate greenhouse gases, researchers have explored the possibility of injecting aerosols into the stratosphere in order to cool global temperatures. This paper discusses whether Stratospheric Aerosol Injection (SAI) should be researched, on the controversial ethical assumption that reducing existential risk is overwhelmingly morally important. On the one hand, SAI could eliminate the environmental existential risks of climate change (arguably around a 1% chance of catastrophe), and reduce the risks of interstate conflict associated with extreme warming. Moreover, the risks of termination shock and unilateral deployment are overstated. On the other hand, SAI introduces risks of interstate conflict which are very difficult to quantify. Research into these security risks would be valuable, but also risks reducing willingness to mitigate. I conclude that the decision about whether to research SAI is one of ‘deep uncertainty’ or ‘complex cluelessness’, but that there is a tentative case for research initially primarily focused on the governance and security aspects of SAI.

Climate change has been known to be a serious problem for decades but as yet very little has been done about it. The prospects of strong action in the future also appear slim, as states have incentives to pass on the costs to other states and to future generations. The Paris Agreement, widely seen to have been a watershed moment in climate negotiations, relies on unprecedented and unrealistic deployment of CO₂ removal technology (Williamson, 2016), and state pledges and promises made in preparation for Paris, even taken at face value, violate the agreed < 2 °C target (Rogelj et al., 2016). With a climate sceptic now US President, pessimism seems even more justified. There is little evidence that there will be a serious course correction in global climate policy in the near future. From the point of view of the future of humanity, this is concerning. Some controversial lines of argument suggest that unless there is a drastic change in climate policy, we are committed to a non-negligible probability of extreme warming, which could arguably threaten advanced human civilisation.

Reducing CO₂ emissions does not have an immediate effect on the level of climate risk. There is a lag of decades between CO₂ emissions and warming, and, unless CO₂ is actively removed from the atmosphere, a large portion of its warming effect will persist for centuries to millennia. It is in this context of political inertia and carbon cycle inertia that, over the last decade in particular, attention has turned to alternative ways to reduce climate risk. Solar Radiation Management (SRM) is a controversial form of geoengineering which would cool the planet by reflecting sunlight back to space. It is the only known way to quickly and relatively cheaply reduce global temperatures. The most researched and discussed form of SRM is Stratospheric Aerosol Injection (SAI). SAI is the sole focus of this paper. Modelling evidence consistently and overwhelmingly indicates that SAI would greatly reduce the environmental risks of climate change. Any reasonable objections to SAI must therefore criticise it on other grounds.

All major reports on geoengineering have called for more geoengineering research, implicitly including SAI research (National Academy of Sciences, 2015; Shepherd, 2009; Schäfer et al., 2015). My point of departure from these reports is ethical: I assume that reducing existential risk is overwhelmingly morally important.¹ The question I then try to answer is: on this highly controversial

¹ I explain this idea in more detail in Section 1.
ethical assumption, is further SAI research justified?

Current research suggests that SAI could reduce some risks but introduce others. On the positive side, current research suggests
SAI could eliminate the environmental existential risks of climate change, and reduce some of the security risks of climate change. Moreover some risks such as termination shock and unilateral deployment have been overstated. On the negative side, at present it appears that SAI would be very hard to govern and would introduce risks of interstate conflict that are difficult to quantify. These security risks should be the chief concern of funders focused on existential risk reduction.

Usually, increasing knowledge about a technology through research is good, but SAI research could be harmful in two ways:

1. By reducing willingness to mitigate, which all experts agree is required.
2. By being abused by political actors and increasing the risk of irrational and harmful future deployment (which could occur even if SAI does not obstruct mitigation).

In this paper, I argue that if SAI research does not reduce willingness to mitigate, then it would be justified. However, it is extremely unclear whether research will obstruct mitigation and whether, if it does, research would be justified. Thus, the decision about whether to research SAI is plausibly one of deep uncertainty or complex cluelessness. It is extremely unclear whether SAI research would reduce or increase existential risk, and a plausible case can be made that research would have substantial effects in either direction.Noting this deep uncertainty, I argue that research that focuses primarily on the governance and security aspects of SAI would be justified, provided extensive efforts are made to reduce the risk of mitigation obstruction.

1. Background on SRM and existential risk

Climate geoengineering – the deliberate attempt to control the Earth’s climate – comes in two forms (Shepherd, 2009):
Carbon Dioxide Removal (CDR) – Removing CO₂ from the atmosphere.
Solar Radiation Management (SRM) – Controlling global temperatures by reflecting sunlight back to space.

SRM would counteract the warming produced by greenhouse gases by reducing the warming produced by sunlight. SAI is a form of SRM, which would involve the injection of aerosol particles, such as sulphur dioxide, into the stratosphere. SAI could cool the Earth within a matter of months, and would need to be continually replenished for the cooling effect to be sustained.

According to the Open Philanthropy Project, as of 2013, global funding for SRM research was estimated to be around $11 m per year. For context, in 2014, the US Federal government alone spent around $2.6bn on climate change research (Leggett, Lattanzio, & Bruner, 2013). No well-documented field experiments involving controlled emissions of stratospheric aerosols have yet been conducted (National Academy of Sciences, 2015, 72).

There is some disagreement about the cost of an SAI programme sufficient to make a significant and sustained reduction in global temperatures (Reynolds, Parker, & Irvine., 2016). Estimates of the annual cost of direct deployment of SAI range from $1bn to $10bn (National Academy of Sciences, 2015, 96–97). However, this is likely to be an underestimate both of the direct and total costs of responsible SAI deployment (MacKerron, 2014), which would include monitoring systems (National Academy of Sciences, 2015, 96–97), security to protect the deployment infrastructure (Nightingale & Cairns, 2015), and backup capacity – imperative given the risk of sudden termination (discussed in Section 2.3). Thus, the total annual cost of SAI is likely to be substantially higher than $10bn, and would probably be closer to $100bn. This is still orders of magnitude lower than the projected costs of mitigation (IPCC, 2014b, chap. 6).

My focus here is solely SAI’s effects on existential risk. I therefore ignore its effects on other important but less severe risks. An existential risk is one that threatens the premature extinction of Earth-originating intelligent life or the permanent and drastic destruction of its potential for desirable future development (Bostrom, 2013). This definition departs from ordinary usage by allowing that an existential risk might not kill everybody. What matters from the point of view of this definition is fundamentally the permanent curtailing of humanity’s potential for desirable future development, however that may come about. A number of philosophers have argued that, due to the sheer number of good lives in the long-run future, an existential catastrophe would be literally astronomically bad, and therefore that reducing existential risk has overwhelming expected value (Parfit, 1984; Bostrom, 2003, 2013). On this view, even the tiniest reduction in existential risk has an expected value greater than the provision of any ‘ordinary’ good, such as saving a billion lives. As a consequence, all of our efforts ought to be focused on reducing existential risk, as these will swamp any benefits that do not affect the long-run future of humanity. These ethical assumptions are of course highly controversial, but I take them for granted here. The main motivation for exploring their assumptions is that they are thought by many leading philosophers to constitute the most plausible theory of how we ought to take the welfare of future generations into account.

With respect to the question of SAI, this implies that we should focus exclusively on the most extreme risks associated with it rather than its less severe consequences. For example, suppose that SAI deployment would slightly increase existential risk, but would greatly decrease the risk of non-existential but catastrophic harms to the current population. On the view under consideration, we nevertheless ought not to deploy SAI."
The focus on existential risk reduction entails a focus on the highest impact risks, which tend to have low probability. This paper may therefore seem alarmist. However, under the current ethical assumptions, the highest impact risks dominate the risk assessment.

2. The environmental benefits and risks of SAI

The benefits and risks of SAI can be divided into environmental benefits and risks, and security benefits and risks. Environmental benefits and risks are those that stem from how SAI directly interacts with the environment. Security benefits and risks are those that stem from how SAI affects the risk of interstate conflict. Some of the benefits and risks cut across this distinction, but the distinction is nevertheless useful.

In this section, I examine the environmental benefits and risks of SAI.

2.1. Climate change and existential risk

Before discussing the evidence on SAI, we first need to understand the magnitude of the existential risk posed by climate change. We can roughly model the magnitude of the risk as a product of:

- The probability of existential catastrophe conditional on rates or magnitudes of warming.
- The probability of different greenhouse gas concentration pathways.
- The probability of a rate or magnitude of warming conditional on concentration pathways.

There is significant uncertainty about all these factors and therefore about the overall magnitude of the risk. Here I will use the best available information to arrive at a ‘best guess’ of the probability of catastrophic warming, noting the significant epistemic qualifications this involves. I discuss the security risks of climate change in Section 3.

2.1.1. Warming required for existential catastrophe

It is very difficult to know what level of warming would threaten the long-term future of humanity. Humanity has in the past survived extreme (∼6 °C) and abrupt regional and global warming (Alley et al., 2003) at a much lower level of technological sophistication to today. However, these warming events were against the background of much colder temperatures to today. Warming of >6 °C would bring temperatures that are far outside the experience of homo sapiens sapiens and its immediate ancestors, constituting a radical departure from the Holocene climate in which human civilisation has thrived (Baum, 2014, 5). The last time global average temperatures were 10 °C above present values was in the Eocene epoch around 34–55 million years ago (Weitzman, 2011a, 2011b, 281–82). It is inherently uncertain how human civilisation would respond to warming of this magnitude.

One research paper has suggested that warming of 11–12 °C above pre-industrial levels would render most of the planet uninhabitable due to heat stress alone, even once feasible adaptation measures had been taken (Sherwood & Huber, 2010). Warming of >6 °C would render most of the tropics uninhabitable (King, Schrag, Dadi, Ye, & Ghosh, 2015, pt. 2), and would have potentially devastating effects on agriculture:

“The existence of critical climatic thresholds and evidence of nonlinear responses of staple crop yields to temperature and rainfall... thus suggest that there may be a threshold of global warming beyond which current agricultural practices can no longer support large human civilizations... However, current models to estimate the human health consequences of climate impaired food yields at higher global temperatures generally incorporate neither critical thresholds nor nonlinear response functions... Extrapolation from current models nevertheless suggests that the global risk to food security becomes very severe under an increase of 4 °C to 6 °C or higher in global mean temperature.” (IPCC, 2014a, 736)

The magnitude of warming is not the sole determinant of the long-term prospects of human civilisation: the rate of warming also matters. Extreme warming would probably take several centuries to occur, as the oceans would first have to absorb a large proportion of the heat generated (IPCC, 2013, 1102–3). The existential risk of slow extreme climate change is plausibly low because we would have more time to adapt and to take action against climate change, and because there would be more time for another risk, such as nuclear war, to kill us off before climate change bites. However, as discussed below, there is a non-negligible chance of abrupt or nonlinear changes in the climate system. These provide less scope for adaptation and consequently pose a more serious threat to human civilisation.

There are at present no quantified estimates of the probability of extreme and abrupt warming, though there are estimates of the probability of extreme warming. Thus, in what follows, as a simplifying assumption, I focus only on the magnitude of warming. As I argue below, this biases the estimate of existential risk upwards. In this paper, I follow Weitzman (2011a, 2011b) in using warming of 10 °C as an ‘illustrator threshold’ for existential catastrophe. There is significant room for reasonable disagreement about the justifiability of this threshold.

(costs of climate change (Wagner & Weitzman, 2015).
2.1.2. The probability of different levels of eventual greenhouse gas concentrations

There is significant inertia in the climate system in two important respects: there is roughly a 25 to 50 year lag between CO₂ emissions and eventual warming (Hansen et al., 2005),6 and it is expected that around 40% of the peak concentration of greenhouse gas emissions will remain in the atmosphere 1000 years after the peak is reached (Solomon, Plattner, Knutti, & Friedlingstein., 2009). Thus, any plausible near-term cuts in CO₂ would have a delayed effect on temperatures. Even if CO₂ emission rates decline over time, greenhouse gas concentrations would continue to increase, and so, consequently, would temperatures.

Which concentration pathway we follow depends on the extent to which the international community can overcome the collective action problems associated with climate change. Greenhouse gas mitigation is a global and intergenerational public good, and there is large uncertainty about when we reach the threshold for dangerous greenhouse gas concentrations (Barrett & Dannenberg, 2012; Nordhaus, 2015; Wagner & Weitzman, 2015). All of these factors produce a severe free rider and first mover problem such that each state has an incentive not to take action, and the current generation has an incentive to free ride on future generations. Moreover, a large portion of the financial costs of mitigation are borne by politically powerful special interests, making adequate regulation even more difficult. Furthermore, all historical analogues for significant emissions reductions have occurred in developed countries (Rogelj et al., 2016). Achieving similar results in developing countries with growing energy-intensive sectors, less capacity, and a greater humanitarian need for energy growth will arguably be more challenging. Finally, climate scepticism is popular in some major emitting countries (Funk & Kennedy, 2016), which makes adequate climate policy less likely. For these reasons, even though climate change has been known to be a problem for decades, efforts to limit greenhouse gas emissions have been grossly unsuccessful.

With the background set, we can now sketch a ‘best guess’ of the probability of different concentration pathways.7 The unit of ‘carbon dioxide equivalent’ (CO₂e) describes how much global warming over 100 years a given type of greenhouse gas, such as methane or nitrous oxide, would cause using the functionally equivalent amount of CO₂. The probability of concentrations of < 500 ppm of CO₂e by 2100 is, in my view, plausibly < ~5%. This requires that greenhouse gas emissions peak roughly in the next five years (van Vuuren et al., 2011), which would require the imposition of a global carbon price of at least $20 in the next five years (Rogelj, McCollum, Reisinger, Meinshausen, & Riahi., 2013). This seems unlikely due to the political barriers to climate action. Most low emissions pathways also require the massive deployment of CDR technology in the second half of the century, which is unproven at scale and seems infeasible due to land use and other issues (Smith et al., 2015; Williamson, 2016).8

The probability of concentrations > 1000 ppm of CO₂e by 2100 is greater but still relatively small, in my view plausibly < ~10%. For instance, the high emissions scenario considered by the IPCC – resulting in around 1300 ppm CO₂e by 2100–assumes a massive and improbable increase in the share of power produced by coal and no greenhouse gas mitigation policies until the end of the century (Riahi et al., 2011).9

If the foregoing assessment is roughly correct, then the vast majority of the probability is distributed between 500 ppm and 1000 ppm. A number of sources suggest that without a significant policy course change, a medium-high pathway is most likely (King et al., 2015, pt. 2), resulting in greenhouse gas concentrations of 800 ppm by 2100. The International Energy Agency takes emissions reduction pledges at face value and predicts that CO₂e concentrations will be around 700 ppm by 2100 (Wagner & Weitzman, 2015, 31).

It is impossible to be confident in any probability estimate across greenhouse gas concentrations. Nevertheless, using the foregoing background information, we can attempt to give a reasonable quantification of the probabilities, which helps to roughly bound the scale of the risk posed by climate change. A reasonable best guess is presented in Table 1, making the simplifying assumption that concentrations come in increments of 100 ppm of CO₂e.10

The probabilities in Table 1 do not equal 100% because I exclude the tail at the end of the probability distribution (> 900 ppm).

2.1.3. The probability of warming conditional on greenhouse gas concentrations

Equilibrium climate sensitivity (ECS) is defined as the equilibrium global surface temperature change following a doubling of atmospheric CO₂ concentration. There is uncertainty about ECS. Current climate models produce a broad range of estimates of ECS, mainly due to difficulties in modelling the radiative effects of clouds (IPCC, 2013, chap. 9 and 12; Stevens & Bony, 2013). If ECS is > 6 °C, then the risk of very bad outcomes is severe even on lower emissions scenarios. According to the IPCC, there is between a 0% and 10% probability that ECS is greater than 6 °C (IPCC, 2013, 16).

The IPCC’s definition of ECS does not take account of a number of important feedbacks, which could, with low probability, produce extreme warming, such as the release of CO₂ and methane from permafrost, and the release of vast quantities of methane from clathrates (IPCC, 2013, chap. 6 and 12). Greenhouse gas concentrations are now higher than they have been for hundreds of thousands of years (IPCC, 2013, 11), bringing significant unknown unknowns. There is great uncertainty and disagreement about the potential for abrupt and nonlinear changes in the climate system, and such changes have occurred in the past in response to

---

6 There is uncertainty and disagreement about the exact extent of the lag, with estimates ranging from a decade to a century or longer (Hansen et al., 2005).
7 In what follows, I assume that atmospheric concentrations of greenhouse gases in 2100 are all that matter for warming. This is a simplification as it also matters whether concentrations are rising or falling at that point in time.
8 I note a caveat to this below.
9 It is true that we are currently tracking slightly above the highest emissions scenario (Sanford, Frumhoff, Luers, & Gulledge., 2014), but this does not suggest that we will continue to do so for the next 100 years. Trends in coal use seem unlikely to follow the trajectory implied by RCP8.5 (International Energy Agency, 2016).
10 The increments can be currently taken to capture the probability of concentrations 50 ppm either side of each increment. This assumption is due to lack of data on warming conditional on concentrations. In principle, we would need the probability density function for greenhouse gas concentrations and for extreme warming conditional on concentrations, and would take the integral over levels of concentrations of f(G|T|G) (where f is a probability density).
comparable radiative forcing to that currently being produced by humanity (IPCC, 2013, chap. 12; Alley et al., 2003).

Weitzman (2009b) has argued for the use of a conception of generalised climate sensitivity that accounts for important heat-induced feedbacks and weakening of carbon sinks. This conception of climate sensitivity is closer to the idea of Earth system sensitivity, which includes slow feedbacks relevant over the timescale of centuries. Due to these positive feedbacks, Earth system sensitivity is likely to be higher than ECS (IPCC, 2013, 82–85). Weitzman argues, using very rough calculations, that the probability distribution across climate sensitivity, thus understood, has a very long and fat tail (Weitzman, 2009b, 2009a, 2011a, 2011b). He suggests the following probabilities of warming conditional on concentrations (Weitzman, 2011a, 2011b):

Using the simplifying assumption that concentrations will come in discrete increments of 100 ppm, the unconditional probability of existential catastrophe level warming is as follows. Let $G_i$ be atmospheric greenhouse gas concentrations in discrete increments of 100 ppm of CO$_2$e, such that $G_1 = 100$ ppm, $G_2 = 200$ ppm, … $G_n = n*100$ ppm; and let $T$ denote warming in excess of 10 °C.

$$p(T) = \sum_{i=1}^{n} p(G_i) p(T|G_i)$$

Deducing from the estimates in Tables 1 and 2, the unconditional probability of existential catastrophe-level warming is $\sim 3.5%$. I use Weitzman’s estimate of climate sensitivity because it attempts to account for climate feedbacks which are important from the point of view of existential risk reduction. However, Weitzman’s ECS estimate is highly controversial, and there are a few reasons to think it may be too high. Nordhaus (2011a, 2011b) has criticised Weitzman’s analysis of the sample of IPCC model probability distributions across ECS. Weitzman (2009a) has defended his approach and noted that even if Nordhaus’ approach is correct, the probabilities in Table 2 would be reduced by around 60%, which still suggests that the risk of existential catastrophe is $\sim 1.5%$.

Another question concerns the IPCC estimates of ECS which form the basis of Weitzman’s estimates. Probability distributions across ECS are highly sensitive to the shape of the Bayesian prior used, and there is significant expert disagreement about what this should be (IPCC, 2013, 921–26; Annan & Hargreaves, 2011). There is also conflict between estimates of ECS based on instrumental data – which first produced observations in the mid-19th Century (IPCC, 2013, 4) – and paleoclimatic data. A number of models using instrumental observations suggest that the probability of ECS > 10 °C is non-negligible (IPCC, 2013, 925), whereas paleoclimatic data suggests that ECS of that magnitude cannot be reconciled with the data (IPCC, 2013, chap. 10).

Finally, and perhaps most importantly, humanity would be able to respond if climate sensitivity turns out to be high, provided that runaway feedback loops were not already underway. If atmospheric concentrations hit around 900 ppm CO$_2$e and we had strong evidence that warming will exceed 10 °C, the international community would have very strong incentives to decarbonise rapidly and deploy CDR on a very large scale, which would reduce greenhouse gas concentrations and diminish the existential threat. In short, it is implausible that humanity would sleepwalk into catastrophe if it still had the means to prevent it. Nonetheless, such measures would be ineffective against rapid and extreme warming, which suggests that this kind of warming accounts for the vast majority of the existential risk of climate change. There are at present no quantified estimates of this particular kind of warming, but it must be much lower than the figure implied by the estimate of climate sensitivity above because that accounts warming of all speeds.

Thus, the headline estimate I have produced in this section is highly controversial and some lines of argument suggest that the existential risks of climate change are (much) lower, plausibly < 1%. This controversy should be borne in mind in what follows.

If the environmental risks of climate change are much lower, it is unclear (on the current ethical assumptions) whether this strengthens or weakens the case for SAI research. The desirability of SAI research would be determined by whether it reduced or increased the risks of catastrophic political conflict, and, as I will discuss below, its impact on such risks is unclear. However, the existential risk-driven case for SAI research rests in part on its ability to eliminate the environmental existential risks of climate change. If SAI would not have these benefits, then funders concerned with existential risk should to some extent deprioritise it relative to other cause areas, such as biosecurity or nuclear war.

---

**Table 1**

A best guess of probabilities of eventual greenhouse gas concentrations ($G$) measured in ppm of CO$_2$e by 2100.

<table>
<thead>
<tr>
<th>$G$</th>
<th>$p(G)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>1%</td>
</tr>
<tr>
<td>500</td>
<td>5%</td>
</tr>
<tr>
<td>600</td>
<td>20%</td>
</tr>
<tr>
<td>700</td>
<td>30%</td>
</tr>
<tr>
<td>800</td>
<td>20%</td>
</tr>
<tr>
<td>900</td>
<td>15%</td>
</tr>
</tbody>
</table>

---

11 It should be noted that uncertainty about carbon and methane feedbacks is actually uncertainty about eventual greenhouse gas concentrations, rather than about the sensitivity of the climate to given greenhouse gas concentrations. The estimates of concentrations in Table 2 can be thought of as the product of direct anthropogenic emissions, with the probabilities in the second row expressing the probability of warming eventually caused by these initial concentrations, with carbon and methane feedbacks and weakening carbon sinks as an intermediate cause.

12 I am grateful to an anonymous reviewer for pushing me on this point.

13 At moderate levels of warming, as discussed in Section 5, the social and environmental barriers to very large scale CDR would plausibly be prohibitive. However, if humanity were faced with an existential catastrophe, the social and other environmental objections to CDR would lose much of their force.

14 I am grateful to Andrew Snyder-Beattie for suggesting this idea.
Table 2

Probabilities of eventual warming of > 10 °C above pre-industrial level for given G measured in ppm of CO₂e, T is the probability of warming > 10 °C.

<table>
<thead>
<tr>
<th>G</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p(T</td>
<td>G) )</td>
<td>0.2%</td>
<td>0.83%</td>
<td>1.9%</td>
<td>3.2%</td>
<td>4.8%</td>
</tr>
</tbody>
</table>

2.2. SAI, climate change, and existential risk

When discussing the effects of SAI deployment, it is useful to distinguish three worlds: a Baseline Planet – the world as it is today; a Greenhouse Planet in which greenhouse gas emissions continue as expected over the next hundred years but there is no climate engineering; and an Engineered Planet, which is like the greenhouse world except that SAI is also deployed (Morton, 2015, chap. 4). The comparison between the Greenhouse Planet and the Engineered Planet is the relevant one for our purposes.

Most modelling studies of SAI have thus far assessed its impacts using its effects on temperature and precipitation as a proxy. It is important to note that the effects of SAI depend on how it is done, and this would be a matter of political choice. Modelling studies thus far suggest that SAI cannot completely reverse all the effects of greenhouse gases, as either temperature or precipitation could be returned to earlier levels, but not both at the same time. Thus, the Engineered Planet would probably be worse than the Baseline Planet. However, modelling studies have consistently shown that the Engineered Planet would have reduced temperature and precipitation anomalies in most or all regions, relative to the Greenhouse Planet (Kravitz et al., 2014; Caldeira, Bala, & Long, 2013; Irvine, Kravitz, Lawrence, & Muri., 2016; Schäfer et al., 2015, 49–54; Keith & Irvine, 2016). If used to reduce the rate and magnitude of warming, SAI could also reduce the risk of damaging positive feedbacks and tipping points in the Engineered Planet relative to the Greenhouse Planet (Irvine, Schäfer, & Lawrence, 2014).

Evidence of the impact of SAI on natural and human systems such as agriculture, health, water resources, and ecosystems is limited. Studies of SAI’s effects on overall water availability are notably absent, for example. The handful of studies on agricultural output show broadly positive results relative both to a Greenhouse Planet and, in some studies, to a Baseline Planet, with SAI increasing yields in part aided by the CO₂ fertilisation effect (Irvine et al., 2017).

If SAI is to be a useful tool in reducing the existential risks of climate change, it would have to reduce and delay positive feedbacks, or partially offset very high greenhouse gas radiative forcing. Models suggest that it becomes harder to keep temperature and precipitation within safe bounds for all regions as greenhouse gas radiative forcing increases (see for example Ricke, Granger Morgan, & Allen, 2010). This said, on the current ethical assumptions, regional damage would be justifiable provided SAI reduced global existential risk overall. Of course, the accuracy of existing models is highly uncertain, especially with regard to precipitation, so all these results should be interpreted with some caution.

SAI is a unique climate policy tool because it works within a matter of months, whereas CO₂ mitigation takes decades to have an effect on temperature. There is disagreement about the conditions in which SAI should be deployed. In the early debates over SAI, some argued SAI should be used only in a ‘climate emergency’ (Shepherd, 2009). However, the two leading proposals in the current debate are that SAI should be used well in advance of a climate emergency, firstly to slow the rate of warming, and/or secondly to reduce the peak level of warming as we decarbonise the economy and eventually reduce greenhouse gas concentrations using CDR (Keith, 2013). (However, note that there is a distinction between the situation in which SAI ideally should be deployed and when it would be most likely to be deployed. It is plausible that, given the governance challenges involved with SAI, SAI would be unworkable until climate change had become particularly damaging for the vast majority of states).

Whatever the conditions in which SAI should be deployed, the evidence thus far does suggest that SAI is a potentially useful tool specifically with regard to the environmental risks of climate change. SAI could be used to offset a significant portion of warming of > 10 °C, and thereby eliminate the environmental existential risks of climate change, thereby reducing existential risk by < 1% to 3.5%. Because the greenhouse gas forcing would be so strong, SAI would bring severe regional costs, but the benefits, in terms of existential risk reduction, dominate.

2.3. Termination shock

Due to the long-term warming effects of CO₂ and to inertia in the carbon cycle, to provide significant benefits, SAI would probably have to be deployed for around 100 years or more. One of the main risks of SAI stems from the fact that it could be terminated suddenly causing rapid and damaging warming. According to Baum, Maher, and Haqq-Misra, (2013, 168), “while the outcomes of the double catastrophe are difficult to predict, plausible worst-case scenarios include human extinction”. There are some reasons to believe that the risk of termination shock has often been overstated (Parker & Irvine, 2016).15

Firstly, termination shock is only a problem for very thick stratospheric veils. If a more moderate stratospheric veil were used, catastrophic termination shock risk would be reduced (Kosugi, 2013). Secondly, SAI would not necessarily have to be stopped abruptly. SAI could be phased out gradually and thereby reduce the rate at which we arrive at a certain magnitude of warming (Keith & MacMartin, 2015). If we reduce greenhouse gas emissions and use CDR to reduce greenhouse gas concentrations, then SAI could be used to reduce both the rate and absolute magnitude of warming.

---

15 The following argument is borrowed entirely from (Parker & Irvine, 2016).
Thirdly, for there to be a termination shock, it must be prohibitive to resume SAI within a buffer period of a few months. Given the costs of sudden termination and the cost of SAI, if SAI were stopped for some reason, then, under normal circumstances, other countries would be both willing and able to step in and resume SAI. Moreover, each country would have strong incentives to build resilience into the system, and even if countries did not do this, it is plausible that countries would be able to develop SAI delivery mechanisms quickly from scratch, given their cost. The two most promising delivery methods appear to be custom-built planes and hoses tethered to balloons (Shepherd, 2009). Therefore, for an event to prevent SAI resumption, it would have to be so catastrophic that it prevents the use of planes or large balloons for several months. Thus, a very specific and severe catastrophe is required. Candidates include a very severe engineered pandemic, a very large nuclear war, a large asteroid strike, and so on. It is extremely uncertain how likely they are (Global Priorities Project, 2017, sec. 1), making it very difficult to assess the overall significance of termination shock risk. Nonetheless, these events all seem to have low probability, which suggests that termination shock risk is small.

The risk of termination shock also interacts with SAI’s security risks. Termination shock risk would be exacerbated if SAI deployment reduces willingness to mitigate. If it did, a thicker veil would be needed for a longer period of time.

2.4. Unknown environmental benefits and risks

Research on SAI is in its infancy and our understanding of the climate system is very imperfect. Given this, SAI could have currently unforeseen effects. However, SAI has (admittedly imperfect) natural analogues. Volcanic eruptions have in the past produced global cooling by ejecting particles into the stratosphere. For example, the 1991 Mount Pinatubo eruption injected around 20 million tonnes of sulphur dioxide into the stratosphere (National Academy of Sciences, 2015, 7), without coming close to threatening existential catastrophe. For SAI, 1 to 5 million tonnes of sulphur per year would be required (Shepherd, 2009, 32). Although SAI would be over much longer timeframes (decades to centuries), this analogue does suggest that the unknown environmental existential risks of SAI are negligible. If SAI were to be deployed, it would be rational to first invest significant amounts into climate modelling. A gradual phase-in would also reduce unknown risks.

3. The security benefits and risks of SAI

If there was a single benevolent and effective global political authority, the case for SAI research and, arguably, future deployment would be strong. But this is not the world in which we live, and SAI needs to be assessed in the context of nation-states pursuing their own goals within relatively weak external constraints. SAI creates some unprecedented political challenges that could increase the risk of interstate conflict, but SAI would also bring some security benefits.

3.1. Security benefits

If modelling evidence so far is correct, then SAI would reduce climate impacts, which would in turn help to reduce the security risks that are likely to be associated with global warming. It is very difficult to quantify the expected size of the security risks of climate change (IPCC, 2014a, chap. 12). In a > 6 °C world, there is a serious risk of severe agricultural disruption and of unprecedented migration from the tropics. In recent years, much milder disruption has brought serious political instability. Thus, the security risks associated with climate change appear non-negligible.

3.2. Security risk: direct military use

The vast majority of states are extremely unlikely to use SAI or weather modification more generally, as weapons of war:

“Such applications are banned by an international convention, have limited military use given the inherent unpredictability of weather systems... and compete against cheaper, more effective alternative means of achieving the same military ends.” (Nightingale & Cairns, 2015, 8)

However, there is one caveat to this. It is possible that certain forms of SAI could be used as a doomsday device (Morton, 2015, 342–43). Keith (2010) has discussed the speculative possibility of self-levitating engineered nanoparticles that could loft above the stratosphere and stay there for around a decade, rather than for one to two years. If particles such as these were deployed for around a century, they could conceivably start an ice age (Morton, 2015, 342).

However, the existential risks posed by the weapon as described appear negligible. The levels of nanoparticles would have to be continually replenished over the course of a century, and consequently other actors would be willing and able to disrupt its deployment, and its effects could be counteracted by counter-geoengineering (discussed below).

This said, further research into SAI could inadvertently increase knowledge about a geoengineering-based doomsday weapon that does not need to be continually replenished and so is less susceptible to disruption. In this way, SAI research could constitute an information hazard, or could increase attention to a geoengineering-based weapons and thereby constitute an attention hazard (Bostrom, 2011). Research funders should place strict restrictions on research into weaponised forms of SAI. It might also be

---

16 This would not be a form of stratospheric aerosol injection, but would be a form of SRM.
worthwhile for concerned funders and governments to conduct research into the possibility of a more threatening geoengineering doomsday weapon. This research should probably be classified.

Overall, the risks posed by direct military use currently appear small relative to the environmental benefits.

3.3. Security risk: unilateral deployment

SAI appears to create some major governance challenges, firstly because it could be unilaterally deployed, and secondly because it politicises the weather and its success depends to some extent on continued agreement by affected states over long time periods.

Turning first to unilateralism, some have argued that since SAI is so cheap and works so quickly, a wide array of actors, including a coalition of large states, a single small state or even a rich billionaire could unilaterally deploy SAI (Victor, 2008). SAI is therefore subject to the unilateralist’s curse or free driver problem: because deployment capability is so widely dispersed, if states act in what they believe to be the national or the global interest, SAI deployment will tend to be suboptimal by damaging other regions (Bostrom, Douglas, & Sandberg, 2016; Wagner & Weitzman 2015). Regionally damaging SAI would increase the risk of interstate conflict.

In my view, the risks of unilateralism are overstated. Firstly, as argued in Section 1, the cost estimates relied upon are likely to be a significant underestimate, plausibly by an order of magnitude. Secondly, as Parson (2014, 98) has argued “these scenarios overstate the distribution of capabilities and thus the risk of unilateral action, because they focus too narrowly on financial cost as the determinant of capability and neglect other, non-financial, requirements and constraints.” An SAI programme large enough to make a non-trivial sustained impact on the climate would be hard to conceal and vulnerable to military attack.

“[Un]ilaterally achieving a climate alteration that matters would require not just the money, technological capability, and delivery assets, but also the command of territory, global stature, and ability to deploy and project force necessary to protect a continuing operation against opposition from other states, including deterring their threats of stopping it through military action.” (Parson 2014, 99)

This suggests that scenarios in which small states or rich individuals deploy SAI are vanishingly unlikely.

Indeed, Horton (2011) has persuasively argued that SAI is actually characterised by a logic of multilateralism. The success of an actor’s SAI programme would depend on whether other actors were also pursuing their own SAI programme and would be ineffective without coordination. Moreover:

“States opposed to geoengineering have a number of tools at their disposal to counteract climate interventions. In the case of SAI, for example, fluorocarbon gases could be deployed to offset cooling effects. Alternatively, the strategic use of black carbon could neutralize artificial albedo enhancement.” (Horton, 2011, 62)

In short, if powerful actors were opposed to an SAI programme by a state or a collective of states, they could effectively discourage it using ordinary military threats or by counteracting the effects of SAI.

The foregoing suggests that the decision to deploy unilaterally would not be taken lightly, given the incentives created by conventional military threats and the ease with which SAI schemes can be disrupted. Even for a case in which a major power is facing very severe climate impacts, SAI without support from other major powers would likely either be counter-productive or ineffective. In my view, this suggests that unilateral deployment even by a powerful state or some coalitions of powerful states is not a serious danger, provided that there are some dissenting major powers (though it should be noted that many experts disagree).

This analysis still allows that the interests of states that lack international standing could be ignored. However, the existential risks of this are negligible because this could not precipitate a nuclear war between major powers.

3.4. Security risk: politicisation of the weather and unilateral withdrawal

SAI poses some major governance problems, chiefly stemming from the fact that it would produce regionally diverse impacts and would politicise the weather for a long period of time. To bring substantial benefits, SAI would probably have to be deployed for a century or more, which means that robust global agreement on SAI would have to be sustained for that time period. Even if, as the evidence suggests, SAI reduces overall harms relative to a Greenhouse Planet, it is highly likely to cause harm to some countries at some point. One (partial) solution to this is to ensure that those affected are compensated. There is some disagreement about the feasibility of an adequate compensation scheme (Nightingale & Cairns, 2015; Horton, Parker, & Keith, 2014). If the harm is particularly severe – thousands of deaths or more – it may be difficult to find a level of compensation that is politically acceptable to the affected party.

Moreover, some countries will experience adverse weather events while SAI is deployed and will attribute these events to SAI, even if SAI is not in fact responsible. The climate system is highly unpredictable and chaotic, so at best we will be able to attain probabilistic causal attribution of adverse events to SAI (Horton et al., 2014). Trust in the probabilistic models would have to be high for severe adverse weather events not to be blamed on SAI by some members of the public or by political leaders.

If countries do blame severe adverse weather events on SAI, the response is likely to be angry and irrational, perhaps including...
suspicion about the motives of the controlling coalition (Nightingale & Cairns, 2015). If countries are particularly badly affected they may demand SAI termination or, in the extreme case, retribution. The controlling coalition would then have to manage a slow termination while placating the affected party. If the competing parties are nuclear states, this interstate tension could arguably increase existential risk, though the magnitude of the existential risk posed by nuclear war is somewhat unclear. Furthermore, if SAI reduces willingness to mitigate, SAI would have to be deployed for longer and at greater intensity, which would increase the risk of regional damages and would increase the period in which the weather is politicised.

Importantly, the arguments in this and the previous section suggest that the barriers to effective and sustained deployment of SAI are significant. This makes SAI less useful as a tool against the (arguable) existential risks of climate change. Firstly, SAI is only likely to be deployed once climate change starts to impose substantial costs on most or all regions; and secondly, it will be difficult to sustain agreement on an SAI deployment programme over the course of decades. This suggests that SAI is likely to be used only if climate change turns out to be particularly bad.

3.5. Balancing security risks and benefits

Overall, in my view, it is at present extremely difficult to judge whether SAI deployment would reduce or increase the risks of interstate conflict: it is deeply unclear whether the security risks would be more severe in a Greenhouse Planet or an Engineered Planet. Although SAI would reduce the security risks of climate change, it would also require unprecedented multi-decadal global cooperation which would plausibly be regularly threatened by politicisation of the weather.

4. SAI research and mitigation obstruction

A common criticism of SAI research is that it could be a ‘moral hazard’. I follow Morrow (2014) in calling this the ‘mitigation obstruction’ argument because moral hazard effects depend on voluntary risk sharing between a risk taker and an insurer, which does not characterise the SAI research worry. A natural first pass at defining the mitigation obstruction worry goes as follows: SAI research leads to a reduction of mitigation because of a premature conviction that SAI provides insurance against climate change (Shepherd, 2009, 39). However, this is not quite correct as a description of the mitigation obstruction worry we ought to be interested in. I use Morrow’s (2014) specification in what follows.

What I call the Pernicious Mitigation Obstruction Argument claims both that SAI research decreases willingness to mitigate and that this would be worse than what would have happened if there had been no SAI research. Reduced mitigation would be problematic because SAI scientists overwhelmingly agree that if SAI is used, it should be accompanied by aggressive greenhouse gas mitigation (Reynolds et al., 2016, 564).

The argument can be stated more formally in terms of climate policy portfolios. We can represent a portfolio as an ordered quadruple, \((m, a, c, s)\), denoting levels of mitigation, adaptation, CDR and SAI, respectively. Let \((m_0, a_0, c_0, s_0)\) represent whatever portfolio policy-makers would choose in the absence of further SAI research. Call this the ‘baseline portfolio’. Let \((m_{asa}, a_{asa}, c_{asa}, s_{asa})\) represent whatever portfolio policy-makers would choose if SAI research were to proceed in earnest. The pernicious mitigation obstruction argument involves two very different claims. The first is a prediction, and the second is an evaluative claim about the value of the resulting outcome:

1. **Predictive claim** \(m_{asa} < m_0\)
2. **Evaluative Claim** \((m_{asa}, a_{asa}, c_{asa}, s_{asa})\) would yield a worse outcome than \((m_0, a_0, c_0, s_0)\) by virtue of the effect on \(m_{asa}\).\(^{19}\)

How one assesses the evaluative claim depends on one’s moral theory, and here I focus only on the effect SAI research has on existential risk. Thus, the claim I examine here is whether SAI research increases existential risk by reducing willingness to mitigate.

The reason we should be concerned with the pernicious mitigation obstruction argument – rather than an argument that asserts only (1) – is that it sheds light on the all-things-considered desirability SAI research. Merely learning that (1) is true does not tell us about the desirability of SAI research. For example, suppose that SAI research reduces mitigation by a tiny amount, but makes the SAI part of the portfolio considerably better. In this case, (1) would be true, but (2) false, and SAI research ought to be carried out even though it reduces mitigation.

Finally, it is important to note that the relevant baseline for comparison in our model is what policy would actually be absent SAI research, not what policy would optimally be absent SAI research. SAI research might reduce interest in mitigation relative to optimal policy – e.g. \(a > $20\) carbon price – but not relative to actual policy absent SAI research.

5. Assessing the pernicious mitigation obstruction argument against SAI research

I will assess each part of the pernicious mitigation obstruction argument in turn. Since many of the factors involved in assessing this argument are also relevant to the assessment of the claim that SAI research would increase existential risk even if it does not obstruct mitigation, I also assess that claim in this section.

\(^{19}\)My specification of the mitigation obstruction argument departs from Morrow by adding the proviso “by virtue of the effect on \(m_{asa}\).”
5.1. The predictive claim

It is important to bear in mind that (1) is a prediction about how a host of global political actors will respond to an unprecedented environmental and political problem riven by scientific and political uncertainty. Significant uncertainty about the predictive claim is therefore prima facie reasonable.

We first need to consider $m_0$ – how much mitigation is there likely to be on the baseline portfolio? As I argued in Section 2, there are enormous political barriers to action on climate change which are themselves likely to make mitigation strongly suboptimal in terms of minimising existential risk. These barriers exist even if there is no further SAI research. If SAI research does obstruct mitigation, it will most probably only make a very bad situation even worse.

Now, what evidence do we have on whether $m_{sa} < m_0$? Firstly, empirical evidence on the effects of learning about geoengineering on willingness to mitigate is mixed (Burns et al., 2016). Some studies show that some people’s willingness to mitigate decreases, but many other studies show no effect or an overall increase in willingness to mitigate. It is very difficult to know how far the findings from these studies will be reflected in the real world political response to SAI. Most importantly, the response is likely to be different following a sustained and slick political or industry campaign.

Secondly, some have argued that the mere knowledge of the possibility of SAI, rather than novel SAI research, explains some of its mitigation obstruction effects (Keith, Parson, & Granger Morgan, 2010). This is true, but it is plausible that the mere knowledge of SAI explains a relatively small portion of the potential mitigation obstruction effects. At present, SAI still receives only a very small portion of the overall attention directed to climate change, and few members of the public have even heard of geoengineering (Mercer, Keith, & Sharp, 2011). If SAI becomes more mainstream, by, for example, being discussed extensively and positively in future IPCC reports,\(^2\) it will inevitably receive greater political attention, increasing the risk of mitigation obstruction.

Thirdly, we need to consider the political mechanisms by which SAI research plausibly could inappropriately obstruct mitigation. There are a number of political pressures and cognitive biases which could lead political actors to respond in an inappropriate way to research (Lin, 2013, 694ff; Morrow, 2014). Overconfidence bias could lead politicians and others to be overoptimistic about the prospects of SAI. In addition, CO$_2$ mitigation is financially and politically costly and provides no benefits to voters over the course of the five year period in which politicians tend to seek re-election. SAI, on the other hand, is relatively cheap and would provide short-term benefits to voters. Thus, there are incentives for politicians to over-rely on SAI in their climate policy portfolio.

Greenhouse gas producing industries also face strong incentives to overstate the extent to which SAI could offset the damage done by greenhouse gases. Indeed, there are a number of examples of academics, politicians and popular writers arguing that SAI obviates the need for mitigation (Hamilton 2013, chap. 7).

Experience with ‘clean coal’ and CDR suggests that the risk of SAI mitigation obstruction is worth taking seriously. ‘Clean coal’ involves the use of coal for power generation with Carbon Capture and Storage (CCS). CCS captures CO$_2$ from large point sources such as fossil fuel plants and deposits it where it does not enter the atmosphere, such as underground. It is widely agreed that CCS will be a hugely important tool in reducing climate risk, especially in decarbonising the industrial sector (IPCC, 2014b, 60). However, the coal industry has spent large amounts of money exaggerating the promise of coal with CCS in order to resist stringent but necessary limits to coal power (Hamilton, 2013, chap. 7; The Washington Times, 2008). Indeed, the idea of ‘clean coal’ is still used today in attacks on mitigation by the Trump administration (Plumer, 2017). In this case, industry advocacy with the help of political expediency distorted the promise of a potentially useful technology in order to campaign against mitigation. This precedent should raise concerns about the mitigation obstruction risks of SAI research.

The treatment of CDR raises similar concerns. CDR will undoubtedly be an important technology in the fight against climate change, but it has been treated in an uncritical and implausible way in IPCC models. With the 2015 Paris Agreement, the international community agreed to keep warming “well below” 2°C. Limiting the global temperature rise to 2°C using the currently leading proposed form of CDR – Bioenergy with Carbon Capture and Storage (BECCS) – would probably require crops to be planted solely for the purpose of CO$_2$ removal on around one-third of the current total arable land on the planet, or about half the land area of the United States (Williamson 2016, 154). Unless climate change starts to impose very severe costs on all regions, deployment of BECCS on this scale would be very improbable. As Smith et al. (2015) note “there is no [CDR method or combination of CDR methods] currently available that could be implemented to meet the < 2°C target without significant impact on either land, energy, water, nutrient, albedo or cost” (Smith et al., 2015, 7).

CDR has become a major part of the planned climate policy portfolio even though its costs and benefits have not been comprehensively considered in climate negotiations. Overreliance on CDR implies underreliance on mitigation. Consequently, Anderson and Peters (2016, 183) label CDR a “moral hazard par excellence”. Pushing against this argument is that, due to the other barriers to political action, mitigation would have been as weak or nearly as weak even if CDR were treated in a more realistic way. Unfortunately, we do not have access to the counterfactual. The point is that this example suggests that the political mechanism for mitigation obstruction cannot be dismissed.

There are plausible possible futures in which SAI is treated in a similar way: political actors start to see SAI as a feasible option without adequately considering its costs and benefits and, as a result, mitigation is unsatisfactory. The main factor pushing against this is that SAI is an intuitively more novel and frightening prospect than ‘clean coal’ or CDR, which may reduce the extent it can be publicly appealed to as an excuse for inaction.

There are a number of possible ways for funding organisations and researchers to reduce mitigation obstruction risk (Lin, 2013, 694ff).\(^2\) SRM is discussed in the latest IPCC reports, but the treatment is relatively critical (see for example IPCC, 2013, Box TS.7).
707–11; Morrow, 2014, 10–11). For example, researchers could sign a well-publicised declaration about the primary importance of mitigation.

5.2. The evaluative claim

In my view, the predictive claim is certainly worth taking seriously. There is nonetheless significant uncertainty about the sign and magnitude of the expected mitigation obstruction effects of SAI research. This creates significant uncertainty about the truth of the evaluative claim: it is difficult to know whether SAI research would be a pernicious mitigation obstruction risk without knowing the sign or magnitude of its mitigation obstruction effects.

5.2.1. A governance and security-focused research programme would have lower risks of pernicious mitigation obstruction risk than an environmental effects-focused research programme

One robust conclusion we can draw is that a research programme focused initially and primarily (though not entirely) on the governance and security aspects of SAI would have lower risks of pernicious mitigation obstruction than a research programme focused primarily on the environmental effects of SAI.21 The main reason for this is that whether SAI research turns out to perniciously obstruct mitigation depends on the outcomes of research. If research is unambiguously positive, and shows that SAI could be governed safely and eliminate the environmental risks of climate change, then even if mitigation is reduced, the improvement in the SAI part of the portfolio would more than compensate. If research is unambiguously negative, and shows that SAI would be dangerous and impossible to govern, then research would take SAI off the table and thereby increase incentives to mitigate. If research is more equivocal, then there is more scope for distortion and abuse by political and industry forces. This also suggests that the presentation of research by researchers is crucial for managing mitigation obstruction risk.

Security-focused research presents lower mitigation obstruction risk than environmental effects focused research simply because, given research outcomes thus far, it is much more likely to produce negative results.

There are two additional reasons to initially favour security-focused research over environmental effects-focused research. Firstly, the most likely path to harmful future deployment is following a research programme that produces very positive results on the environmental effects of SAI, but neglects the security and governance aspects. Political actors could then unintentionally or otherwise latch on to SAI as a silver ‘bullet solution’ without considering the governance and security challenges. A security-focused programme would reduce this risk by making the governance and security challenges more salient in the public debate.

Secondly, as I have argued above, most of the uncertainty about the existential risks of SAI is driven by uncertainty about the security aspects of SAI. Consequently, reducing this uncertainty through research would have greater expected benefits than reducing uncertainty about the environmental effects.

5.2.2. Deep uncertainty and pernicious mitigation obstruction

Granting that an initially governance and security-focused research programme would have lower risks of pernicious obstruction than an environmental effects-focused programme, the next question is: does SAI research create pernicious mitigation obstruction risk?

There are two ways in which it might do so. Suppose that SAI research has strong mitigation obstruction effects (\(m_\omega < < m_\delta\)), leading to a ‘Greenhouse+ Planet’, with a much stronger greenhouse effect than the planet we would have had without research — the ‘Greenhouse Planet’. There are two possible futures in which, despite SAI research, Greenhouse+ has higher levels of existential risk than Greenhouse:

1. Even though SAI is used as an excuse not to mitigate, it turns out that the governance obstacles to successful deployment are so severe that it cannot be deployed in Greenhouse+. By obstructing mitigation, SAI research has left us with the greater risks associated with Greenhouse+ without giving us viable tools to mitigate them.
2. A governance agreement can be reached in Greenhouse+ and deployment would be better than no deployment in Greenhouse+.

However, due to the strong greenhouse effect, deployment carries high risks of regional damages and therefore of interstate conflict. As a result, the overall level of existential risk is higher in Greenhouse+ than in Greenhouse, even though SAI deployment is preferable to no deployment in Greenhouse+. In my view, there is deep uncertainty about whether research will lead to either of these futures. The uncertainty about these risks is deep in the sense that it is extremely difficult to assign justifiable probabilities to the relevant outcomes. The decision therefore appears to be a case of what Greaves (2016) has called ‘complex cluelessness’: there is a plausible case to be made in either direction and it is unclear how to weigh the competing considerations. In cases of deep uncertainty or complex cluelessness, principles such as ‘minimise existential risk’ or the closely related ‘precautionary principle’ do not provide any clear guidance (Morrow, 2014; Elliott, 2010). The decision about whether to research SAI presents us with a risk–risk scenario: both research and the failure to research could plausibly increase existential risk.

Notwithstanding this deep uncertainty, my own view is that initially and primarily governance and security-focused research

---

21 Security-focused research would have to in part be supplemented by environmental effects research so that the nature of the governance challenge would be clear. If the governance and security-focused research turns out to be positive, the primary focus could shift to the environmental effects of SAI.
would be justified. Thus far there has been little work on the governance and security aspects of SAI (Horton & Reynolds, 2016). It is therefore reasonable to expect that this work would be highly valuable on the margin, and would improve the SAI part of the portfolio. As argued in the previous section, the risk of pernicious mitigation obstruction stems from the probability of these events:

1. Equivocal research outcomes.
2. Equivocal research outcomes are used as an excuse not to mitigate.

It is difficult to quantify the probabilities of these events, but I think a plausible case can be made that the probability of 1 is sufficiently low, and that we can take steps to significantly reduce the probability of 2. Indeed, as I have argued, it is unclear what the sign of the mitigation obstruction effects of this kind of research would be. Provided strong provisions are made to reduce mitigation obstruction risk, initially and primarily governance and security-focused arguably presents relatively small mitigation obstruction risks. However, I emphasise the weak epistemic status of this conclusion, noting that it is not justified with well-quantified accounts of the relevant risks (barring the environmental existential risks of climate change).

5.3. Could research be harmful without obstructing mitigation?

I noted at the start of this paper that SAI research could be harmful even if it does not obstruct mitigation. This could happen if political actors abuse research and deploy SAI without due consideration of the governance and security challenges. This in turn would increase risks of interstate conflict. In my view, the existential risks of this possibility are negligible for an initially security-focused research programme. There are two possibilities to consider. In both there is no mitigation obstruction.

1. Security-focused research increases the risk that SAI is deployed and badly governed.
2. Security-focused research increases the risk that SAI is not deployed, when deployment would be preferable.

To produce either result, security-focused research would have to be misused in an irrational way by political actors. In both cases, the mechanisms of political irrationality required are implausible. Regarding the first possibility, states would individually and collectively have incentives to govern SAI well if it is deployed, given the risks of interstate conflict involved in poor governance and the multilateral logic entailed by SAI. They would therefore have incentives to be rational in their treatment of SAI governance research. It is also difficult to see what political pathologies could lead to the second possibility. If research showed that deployment would be beneficial and that SAI can be safely governed, it is very difficult to see how that could make deployment less likely: if research showed that deployment would be beneficial, states would individually and collectively have incentives to deploy it.

For these reasons, if security-focused research does not obstruct mitigation, it would be beneficial, in expectation. This provides further support for the view that reducing mitigation obstruction risk should be a priority. One arguable caveat to this is the possibility of weaponised forms of geoengineering, discussed in Section 3.2.

6. Would SAI deployment obstruct mitigation?

Sections 4 and 5 concerned whether SAI research would obstruct mitigation in a pernicious way. It is a different question whether SAI deployment would obstruct mitigation in a pernicious way. As I have noted in Sections 2 and 3, if deployment does obstruct mitigation, some of the risks associated with SAI would be exacerbated. This is relevant to SAI research funding decisions.

Many of the considerations I discussed in Sections 4 and 5 apply to the pernicious mitigation obstruction argument against deployment, but deployment also raises some novel issues. Most importantly, the analogy to CCS and CDR is not directly applicable because these are not yet deployed on a large scale. Nonetheless, the analogy may be instructive. If SAI is deployed and is successful, then the pressures which made the prospects of CCS and CDR a mitigation obstruction risk would be brought to bear. Politicians and industry groups would have strong incentives to overstate the extent to which SAI can substitute for mitigation. We have so far failed to solve the free rider problem. Solving it once there is an obvious fast-acting partial remedy for climate change would likely be more difficult.

Parson (2014) has proposed an SAI governance scenario called Pay to Play Linkage, which would reduce the mitigation obstruction risks of SAI. This scenario deters free riding by making each state’s mitigation performance a condition for its participation in decision-making on SAI:

“Under the dual assumptions that (i) all participating states strongly desire a voice in [SAI] decisions, and (ii) the threat to exclude them from such participation is credible, this approach would address the problem of providing effective incentives for states to accept and meet strong mitigation commitments.” (Parson 2014, 107-8)

Parson notes that whether these assumptions hold depends on a number of conditions (Parson 2014, 108). First, whether states desire a voice in SAI decisions depends on whether their interests are likely to be taken account of by the controlling coalition. As states’ interests diverge – a function of regional variation in SAI impacts – the cost of being excluded from decisions increases. Second, SAI which imposed severe costs on the excluded states would probably increase conflict risk to such an extent that the threat of exclusion is not credible. The problem might be eased if the SAI interventions are incremental and moderate, which would attenuate the regional disparity of interests, allowing a balance between the disagreeability of exclusion and the credibility of threatening it.

This latter point suggests that the incentives in Pay to Play Linkage would not be effective if SAI were used to counteract extreme warming. However, in this case, it is plausible that the independent incentives to mitigate would be strong even if SAI is deployed because of the severity of the attendant political and regional environmental costs. Moreover, moderate SAI used against moderate
climate change could have counter-catastrophic benefits by reducing the risk of positive climate feedbacks, making Pay to Play Linkage relevant from the point of view of existential risk reduction.

It is unclear whether SAI deployment makes mitigation obstruction more likely or not. It is plausible that deployment would decrease willingness to mitigate, but it is unclear whether this would be pernicious, in the sense defined above.

7. Conclusions

I have argued that SAI would bring the following benefits:

1 Eliminating the risk of existential catastrophe-level warming attributable to climate change. On some highly controversial lines of argument, the probability of existential catastrophe due to the direct effects of climate change is 3.5%. A number of arguments suggest this estimate could be too high, and that a more realistic figure is below 1%.

2 Reducing the security risks associated with climate change.

SAI would also introduce or increase the following risks:

1 Security risks associated with the politisicisation of the weather.

2 The risk of increasing knowledge about a doomsday weapon.

3 Termination shock risk

I have argued that factors 4 and 5 present small risks. However, it is extremely difficult to quantify the magnitude of factors 2 and 3; it is unclear whether the risks of interstate conflict would be more severe in a Greenhouse Planet or an Engineered Planet. This is reflected in the fact that there is no expert consensus on the governability of SAI. I have also noted that research into SAI could be an information hazard or an attention hazard for some kind of geoengineering-based weapon, but the risk of discovering a viable and geopolitically destabilising weapon currently appears small.

I have argued that a research programme that focuses primarily and initially on the governance and security risks of SAI would be preferable to one that focuses primarily on the environmental effects of SAI. However, we are arguably in a state of deep uncertainty or complex cluelessness with respect to the question of whether a security-focused research programme would obstruct mitigation and whether it would be increase or reduce existential risk. Nonetheless, in my view, further research is justified provided that extensive efforts are made to reduce mitigation obstruction risk. In light of how hard it is to justify this conclusion with well-justified quantifications of risk, further research into that meta-level research question would also be worthwhile.
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